Three-dimensional (3D) fingerprint phantoms are being extensively used in civilian and commercial applications. Fingerprints were primarily used by law enforcement agencies to identify criminals. However, of late, fingerprints are being extensively used in civilian and commercial applications. In the late 19th century, Faulds, Galton and Henry were the pioneers in formalizing the scientific basis of using fingerprints for person identification. Until about 20 years ago, fingerprints were primarily used by law enforcement agencies to identify criminals. However, of late, fingerprints are being extensively used in civilian and commercial applications. Examples of some of the large scale operational fingerprint recognition systems include (i) "Aadhar" to assign a unique identification number to each resident of India [2], (ii) the system to prevent criminals and immigration violators from crossing the United States border by the Office of Biometric Identity Management Identification Services (formerly the USVISIT program) [3], (iii) the fingerprint scan system deployed at Walt Disney World Theme Parks to help prevent the use of stolen or fraudulent tickets for entering their premises [4], and (iv) the TouchID system in the Apple iPhone 5s for authenticating mobile phone users [5].

Before the deployment of any large scale biometric system, one of the critical factors is to have a reasonable estimate of the matching performance of the system in the operational setting. For this purpose, typically, several pilot studies are first conducted in the field to ascertain the operational thresholds to achieve the desired False Accept Rate (FAR). This is a tedious process both in terms of time and resources. Besides, the resulting performance estimate is limited by the amount and nature of data which is available. One of the possible solutions to alleviate this shortcoming is to synthetically generate very large amounts of realistic biometric data which can then be used for system performance evaluation. In case of fingerprint systems, this would entail generating, say millions of synthetic fingerprints for evaluating fingerprint recognition systems [6].

State of the art 2D synthetic fingerprint generators [9], [10] output 2D synthetic fingerprints using mathematical or statistical models of fingerprint features (e.g., fingerprint type, orientation field and minutiae). The 2D synthetic fingerprint generator proposed in [9] generates ridge flow map using a mathematical model and ridge density map based on heuristics learned from several fingerprint images. Directional filters tuned to local ridge orientation and frequency values are then iteratively applied starting from a few seed locations to generate fingerprint ridge patterns. Note, however, that minutiae placement cannot be controlled during the 2D synthetic fingerprint generation process. On the other hand, the 2D synthetic fingerprint generation method in [10] outputs 2D synthetic fingerprints using statistical models of fingerprint features (fingerprint type, orientation field and minutiae). The features are first sampled from their respective statistical distributions, followed by a fingerprint reconstruction method (described in [11]) to generate visually realistic synthetic fingerprints.

While these methods can be used to generate synthetic fingerprints to evaluate fingerprint feature extraction and matching algorithms, their usage is limited in the context of evaluating an end-to-end fingerprint biometric system, from...
sensing a finger and acquiring its impression to extracting the template and establishing or verifying an identity (Table I). For example, the 2D synthetic fingerprint generators are inadequate for testing touchless fingerprint sensing technologies [12], [13] which have been gaining prominence as alternatives to the traditional touch based fingerprint capture systems. This is primarily because these approaches, e.g., [9] and [10], only generate synthetic fingerprints as 2D electronic artifacts or images.

In this research, we propose to generate synthetic fingerprints as 3D artifacts (both as 3D electronic artifacts and 3D physical artifacts) which could be used for an exhaustive evaluation of fingerprint systems. These 3D artifacts can be made to have prespecified physical dimensions of the human fingers and properties of the finger material (e.g. hardness, electrical conductivity) as well as fingerprint type (e.g., arch, loop and whorl), singular points and minutiae positions. In this way, the 3D fingerprint phantoms differ from "silicone" and "gummy" fingers [14] [15] aimed specifically at vulnerability analysis. The 3D artifacts are made the surface sufficiently dense for engraving ridges and valleys. Each vertex in the 2D synthetic fingerprint image is given corresponding to its spatial location; a triangle in the 2D synthetic fingerprint image at spatial coordinates \( I(u,v) \) is denoted by \( P(u,v) \). Also, assume that the 3D finger surface \( S \) is a triangular mesh having a set of vertices \( V \) and triangles \( T \). Each vertex in \( V \) has \((x,y,z)\) coordinates corresponding to its spatial location; a triangle in \( T \) connects a unique set of three vertices. Synthesizing a 3D fingerprint phantom \( P \) using \( I \) and \( S \) then consists of the following steps:

1) **Surface Preprocessing:** Preprocess the 3D finger surface \( S \) to remove outlier vertices and triangles and make the surface sufficiently dense for engraving ridges and valleys.
2) **Surface Alignment:** Align the 3D fingerprint phantom to the 3D surface \( S \) such that the finger length is along the y-axis.
3) **Surface Parametrization:** Determine the mapping between the \((x,y,z)\) spatial locations of the vertices on the 3D surface \( S \) and the \((u,v)\) image domain of the 2D synthetic fingerprint image \( I \) to obtain the parameterized 3D fingerprint surface \( S_P \).
4) **Vertex Displacement:** Displace the vertices in \( S \) along the surface normals according to the texture values in the 2D synthetic fingerprint image \( I \) at the mapped \((u,v)\) locations to engrave ridges and valleys on the parameterized fingerprint surface \( S_P \).
5) **Surface Postprocessing and 3D Phantom Printing:** Synthetically create a cuboidal support beneath the 3D surface \( S_P \) and prespecify the physical dimensions as well as the printing material according to the physical properties of the finger such as hardness and electrical conductivity before printing the 3D fingerprint phantom \( P \) using a commodity 3D printer.

A detailed description of each of these steps used in the 2D fingerprint phantom creation process for a given 2D synthetic fingerprint image \( I \) and a 3D finger surface \( S \) is given below.

**A. Surface Preprocessing**

The generic finger surface \( S \) is first preprocessed to remove the vertices and triangles which lie far away from the main part

---

*Table 1: Comparison of State-of-the-Art 2D Synthetic Fingerprint Generators with the Proposed 3D Fingerprint Phantom Creation Method*

<table>
<thead>
<tr>
<th>Method</th>
<th>Artifacts</th>
<th>Fingerprint Features</th>
<th>Evaluation Use Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFingeGe [9]</td>
<td>2D synthetic fingerprints (electronic)</td>
<td>Known fingerprint ridge flow and ridge density features: uncontrolled minutiae placement</td>
<td>Fingerprint feature extractors and matchers</td>
</tr>
<tr>
<td>Zhao et al. [10]</td>
<td>2D synthetic fingerprints (electronic)</td>
<td>Known fingerprint ridge flow, ridge density and minutiae features</td>
<td>Fingerprint feature extractors and matchers</td>
</tr>
<tr>
<td>Proposed</td>
<td>3D fingerprint phantoms (electronic and physical)</td>
<td>Known fingerprint ridge flow, ridge density and minutiae features</td>
<td>End-to-end fingerprint systems, including fingerprint sensors, feature extractors and matchers</td>
</tr>
</tbody>
</table>
of the finger surface. This is done by clustering the vertices in \( V \) according to a distance threshold \( d \) on the length of edges in each triangle in \( T \). In other words, if the length of the edge connecting two vertices in a triangle is smaller than \( d \), they belong to the same cluster; otherwise they are grouped in a different cluster. The largest cluster of vertices \( V_R \) and triangles \( T_R \) obtained as a result of this clustering process is then retained in the finger surface \( S \), whereas the vertices and triangles pertaining to other smaller clusters are discarded.

The finger surface \( S \) also needs to be made sufficiently dense for engraving ridges and valleys. This is done by sampling points at the centroid of each retained triangle in \( T_R \) and connecting each of the three vertices to the centroid of the triangle. Let the set of vertices and triangles obtained after this process be denoted by \( V_D \) and \( T_D \), respectively.

### B. Surface Alignment

Each vertex in \( V_D \) is translated such that the center of the surface \( S \) coincides with the origin of the \((x, y, z)\) coordinate axes. Principal component analysis (PCA) [18] is used to determine the principle directions of the surface spread. The computed principal components are used to align the surface \( S \) such that the finger length is along the y-axis, width along the x-axis and height on the z-axis. Note that this method only affects the \((x, y, z)\) coordinate values of the vertices in \( V_D \).

### C. Surface Parameterization

This step involves projecting the 2D synthetic fingerprint image \( I \) onto the 3D finger surface \( S \). For this mapping, the one-to-one correspondence between the image coordinates \((u, v)\) in \( I \) and the spatial locations \((x, y, z)\) in \( S \) needs to be established. This process, in general, is termed surface parameterization and is used extensively for geometric modelling of 3D objects [19]. We adopt the surface parameterization method proposed in [20] for determining the injective mapping from the \((u, v)\) image domain to the finger surface \( S \).

Recall that the aligned finger surface \( S \) is in the form of a triangular mesh i.e. the union of a set of triangles \( T_D = \{T_D^1, ..., T_D^N\} \), where \( N \) is the number of triangles. The goal of discrete harmonic mapping is to find the planar \((u, v)\) domain representation \( S^* \subset \mathbb{R}^2 \) of \( S \) using a piecewise linear map \( f : S \rightarrow S^* \) which minimizes the Dirichlet energy \( E_D \), where

\[
E_D = \frac{1}{2} \int_S \| \nabla_S f \|^2 = \frac{1}{2} \sum_{i=1}^{N} \int_{T_D^i} \| \nabla_{T_D^i} f \|^2. \tag{1}
\]

Here \( \nabla_S \) denotes the gradient over the finger surface \( S \), and \( \nabla_{T_D^i} \) is the gradient over the surface formed by each triangle \( T_D^i \) in \( S \). Note that the minimization procedure is subject to natural boundary condition [20].

Let \( p_j \) denote the \( j^{th} \) vertex of the triangle \( T_D^i \) such that...
1 ≤ j ≤ 3. Also let \( \theta_j \) be the angle opposite to vertex \( p_j \) in \( T_D \). Then, it can be shown that

\[
2 \int_{T_D} ||\nabla f||^2 = \cot \theta_1 ||f(p_1) - f(q)||^2 \\
+ \cot \theta_2 ||f(q) - f(p_1)||^2 + \cot \theta_3 ||f(p_3) - f(p_1)||^2 \\
(2)
\]

Under the piecewise linear assumption in Eq. (1), the minimization problem for the \( k^{th} \) vertex \( p_k \) in the set \( V_D \) reduces to solving a system of linear equations pertaining to the set of triangles \( \tau \) which share the common vertex \( p_k \)

\[
\sum_{\Delta p_k, p_l, p_m \in \tau} \cot \alpha (f(p_k) - f(p_l)) + \cot \beta (f(p_k) - f(p_m)) = \sum_{\Delta p_k, p_l, p_m \in \tau} R^{p_k}(f(p_m) - f(p_l)). \\
(3)
\]

Here \( \alpha \) and \( \beta \) are the angles at the other two vertices \( p_l \) and \( p_m \) in a triangle with vertices \( p_k, p_l \) and \( p_m \) in \( \tau \), and \( R^{p_k} \) denotes a 90\(^\circ\) rotation.

The mapping between the 3D finger surface in \( (x, y, z) \) and the \( (u, v) \) image domain obtained by solving the system of linear equations in Eq. (3) may be globally inconsistent with respect to translation, rotation and scale. To ensure global consistency of correspondences, we enforce translation, rotation and scale constraints:

- The translation constraint ensures the origin in \( S^* \) is at a fixed distance \( d' \) below the reference point detected on the fingerprint image \( I \) using the method described in [21]. This distance \( d' \) is set to 50 pixels in our experiments.
- The rotation constraint ensures that the y-axis in \( S^* \) coincides with the \( v \)-axis of the \( (u, v) \) domain.
- The scale constraint ensures that the mapped \( (u, v) \) texture from the 2D synthetic fingerprint image \( I \) occupies the maximum surface area on the 3D surface \( S \).

In summary, the 3D finger surface \( S \) is parameterized using the piecewise linear mapping \( f : S \rightarrow S^* \), where \( S^* \subset \mathbb{R}^2 \) such that each vertex \( p \) of the parameterized surface \( S_P \) is denoted as a 5-tuple \( (x, y, z, u, v) \) pertaining to its spatial location \( (x, y, z) \) on the surface and the \( (u, v) \) locations of the texture values from the 2D synthetic fingerprint image \( I \) (Fig. 2 (a)).

### D. Vertex Displacement

In the penultimate step, vertices are displaced along their surface normals to engrave the fingerprint ridges and valleys on \( S_P \) (Fig. 2 (b)). Let the normal at a vertex \( p(x, y, z, u, v) \) be denoted by \( (n_x, n_y, n_z) \), where \( n_x, n_y \) and \( n_z \) represent the normal components along the \( x, y \) and \( z \) directions, respectively. The displaced coordinates of the vertex \( (x', y', z') \) along the normal are then computed using the principle of vertex displacement mapping [22] as follows:

\[
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix} = \begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} - \begin{bmatrix}
  n_x \\
  n_y \\
  n_z
\end{bmatrix} \times I(u, v) \times S_{pf} \\
(4)
\]
Here, \( I'(u, v) \) is the scale normalized texture value in the range \([-1, 1]\) of the mapped \((u, v)\) texture from the 2D synthetic fingerprint image on the vertex \((x, y, z)\), and \( S_p \) the surface perturbation factor which depends on the scale of the generic 3D finger surface. It is set to \(2.5 \times 10^{-6}\) for the finger surface used in our experiments.

### E. Surface Postprocessing and 3D Phantom Printing

The vertex displaced 3D finger surface \( S_p \) is printed using a commodity 3D printer to create the 3D fingerprint phantom \( P \). To ensure stability of the finger surface \( S_p \), a cuboidal support is synthetically created beneath the surface before printing. The physical dimensions of the fingerprint phantom \( P \) and the printing material are explicitly specified according to the desired finger characteristics such as hardness and electrical conductivity.

### III. Evaluation

For our preliminary experimental evaluation, four 3D fingerprint phantoms were printed at the preset highest resolution setting using a commodity 3D printer with hard plastic ABS 1.8 mm filament as the printing material\(^3\). The physical length of the phantoms was fixed to be 6 cm (including the cuboidal support of around 1 cm) with the aspect ratio of the other two dimensions maintained during scaling. Frontal images of these phantoms were then captured using two state of the art smartphone cameras\(^4\), an 8 MP camera and a 16 MP camera. Images were acquired with a standoff of 10 cm with the cameras in their default settings.

#### A. Matching Performance

To gauge the effectiveness of the 3D fingerprint phantom, two different matching experiments were performed. 3D fingerprint phantoms created using (i) original 2D fingerprint impressions, and (ii) 2D synthetic fingerprint images.

1) Experiment I: In Experiment I, 3D fingerprint phantoms were created using two search impressions, S0005 and S0010, from the NIST Special Database 4 [23]. Region of Interest (ROI) and ridge orientation field of the fingerprint images were estimated using the NIST Biometric Image Software [24] and ridge frequency was computed using the method described in [25]. The impressions were enhanced using the estimated ridge orientation and ridge frequency field and demodulated using the method in [26] to ensure sufficient contrast between ridges and valleys before projecting them onto the 3D finger surface. The 2D images of 3D fingerprint phantoms captured using the two smartphone cameras were enhanced using manually marked ridge orientation and ridge frequency field. They were then scaled down based on the ridge frequency difference between the images and their original impressions and matched to their original impressions S0005 and S0010 as well as their respective file impressions F0005 and F0100 in NIST SD4 using a commercial fingerprint matcher (see Fig. 4).

Table II shows the match scores between the enhanced 2D images of 3D fingerprint phantoms captured using the 8 MP smartphone camera (S0005_img1 and S0010_img1) and the 16 MP smartphone camera (S0005_img2 and S0010_img2) to their original impressions (S0005 and S0010) and file impressions (F0005 and F0100), respectively. All, except one, match scores are higher than the computed threshold of 33 at 0.01% FAR for verification experiments on NIST SD4. In the identification experiments conducted using 2,000 file impressions in NIST SD4 as the gallery, both file impressions F0005 and F0100 are retrieved at rank-1. Thus, based on these preliminary experiments, we can conclude that features are preserved while mapping the 2D fingerprint image to the 3D finger surface.

2) Experiment II: In Experiment II, two 2D synthetic fingerprints Syn1 and Syn2, generated by a state of the art synthetic fingerprint generator [10], were used to create 3D fingerprint phantoms (see Figs. 3 (a)-(d)). Analogous to Experiment I, the 2D images of the 3D fingerprint phantoms were enhanced using manually marked ridge orientation and ridge frequency, and rescaled (see Figs. 3 (f)-(i)). These 2D images were then matched to the synthetic fingerprints from which they were created using a commercial fingerprint matcher.

Table III shows the match scores between the enhanced 2D images of 3D fingerprint phantoms captured using the 8 MP smartphone camera (Syn1_img1 and Syn2_img1) and the 16 MP smartphone camera (Syn1_img2 and Syn2_img2) to their original impressions Syn1 and Syn2, respectively. All match scores are above the threshold match score of 33 at a FAR of 0.01% computed for the verification experiments on NIST SD4. The original 2D synthetic fingerprints were matched at rank-1 in the identification experiments conducted using the 2,000 file fingerprints in NIST SD4 as the gallery. This shows that ridges and valleys are preserved during the 3D fingerprint phantom creation process.

### IV. Conclusions and Future Work

Evaluation of a biometric system is typically done by conducting several pilot studies in the field before its real world deployment. However, the performance estimate of the system is limited by the amount and nature of the available data. One possible solution is to synthetically generate data with known characteristics for evaluation purposes. In the context of evaluating end-to-end fingerprint recognition systems involving fingerprint image acquisition, feature extraction and matching, we present a procedure for creating 3D fingerprint phantoms by projecting 2D synthetic fingerprint images with

\(^3\)While we would have liked to use soft materials for printing 3D fingerprint phantoms, the best available 3D printer we had access to only supported printing using hard filaments.

\(^4\)Traditional contact based fingerprint capture systems could not be used for evaluation because the 3D fingerprint phantoms were printed using hard plastic.
known fingerprint features onto a generic 3D finger surface. Preliminary experimental results demonstrate that fingerprint features of the 2D synthetic fingerprint images are preserved during this process. The fabricated 3D fingerprint phantoms can be used for comprehensive evaluation of fingerprint recognition systems.

The current surface parameterization method preserves the projection angles while mapping the 2D synthetic fingerprint image onto the 3D finger surface. This results in significant variations in ridge frequencies from the central part to the periphery of the 3D finger surface. In future, we will explore methods to preserve geodesic distances on the 3D finger surface so as to better preserve ridge frequency values when determining the mapping between the 2D synthetic fingerprint image and the 3D finger surface. In the next phase of this research, we will collaborate with the Materials Measurement Science Division at NIST to study physical properties of the human finger such as hardness and electrical conductivity. This would help us in making an informed choice of printing material for 3D fingerprint phantoms.
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